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ABSTRACT
As computing education research continues to grow and mature as a field, it becomes more important to focus on the quality and rigor of our research studies. One important aspect of any research study is its formal evaluation. Using standardized and validated instruments relevant to computer science education to perform evaluations can increase the quality of the study and the value of its results. However, researchers often create their own instruments rather than using existing ones, perhaps due to their lack of knowledge of the value of using an existing instrument or due to the challenge of finding such instruments. Through a review of relevant computing education literature, this paper presents a listing of 47 evaluation instruments specifically designed for measuring programs or constructs related to computing that can influence student achievement and learning. Analysis of purpose, target audience, reliability, and validity of the instruments is also presented. The paper ends with a call for the community to begin to make more regular use of validated instruments in their studies when possible and to develop and validate additional instruments in areas where few exist.
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• Social and professional topics–Computing education programs
• Social and professional topics–Computer science education
• Social and professional topics–Student assessment
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1 INTRODUCTION
Since the publication of Computer Science Education Research in 2004 [9], there has been a handbook for conducting research in computing education and an increased scrutiny of the methods used in such studies. Many have argued that as a community we need to a better job of both designing and reporting on the research done in this space [1, 13, 19, 21].

One key aspect of doing a better job at our research is in measurement and evaluation. Recent studies that looked at data across multiple other studies have noted that there is a lack of both standardization in variables that are measured and how they are measured [5, 6, 10, 16].

It is critically important to adopt validated measures so that the variables that are measured are being done reliably. Using standardized instruments will also help us as a community to be able to better compare results. However, in order to achieve this goal, researchers need to be aware of what instruments are available to them and choose to use them when appropriate for their research. One problem that faces researchers is the lack of ability to easily find such instruments, which often results in individual studies developing instruments for their own use that are not able to be validated.

Therefore, this study was undertaken to provide a taxonomy of existing research-based evaluation instruments that are available in publications and publicly-accessible websites and databases. For the collection and analysis, our overarching research question is: What evaluation and assessment instruments are available in accessible computing education venues and online databases?

It is our hope that by providing such a list, researchers will use these instruments in their studies. In addition, researchers and evaluators can potentially re-validate these instruments as well as creating new instruments in areas where there are few. The long-term goal of this research is to promote the creation and usage of standardized measures within the computer science education community for commonly measured constructs across a wide-range of learners.

2 METHODOLOGY
To determine the set of evaluation instruments that have been designed for computing education and recently used in research
studies, we began a systematic search of the computing education literature and other related databases. To do so, we:

- Examined 297 articles in the https://csedresearch.org database (2012-2016), noting any instruments used within studies as well as articles related to instrument validation, [15]
- Examined the table of contents for the proceedings of the ACM ICER conference, the ACM journal Transactions on Computing Education, and Taylor and Francis’ Computer Science Education in the years 2012-2016 to determine if additional instrument validation studies were published that were not covered by the database above (as it is specialized to research in pre-college computing activities),
- Searched several online databases for instruments, including American Evaluation Association [2], STELAR [7] The Pear Institute [18], Institute for the Integration of Technology into Teaching and Learning [11], MSPNet [4], Engineering is Elementary [3], and
- Used search engines to perform searches based on relevant keywords (e.g., computer science, inventory, survey, instrument, evaluation, interest, self-efficacy, etc.).

After creating the initial list, we solicited the CS education community for additional instruments using the SIGCSE-Members listserv and computing education social media sites. At the end, we had a total of 47 evaluation instruments.

Demographics for each instrument were initially coded by a student assistant, with instructions and training from the research team, followed by verification by an independent coder (one of the researchers on the project).

The following data was collected for each instrument:

- Title of instrument
- Authors
- Year of publication
- Brief description of instrument
- Cost to use instrument
- Number of questions
- Type of questions
- Time required to complete instrument (or time limit)
- Target demographic
- Constructs assessed
- Reliability evidence presented
- Validity evidence presented
- URL to relevant article explaining instrument
- URL of instrument

3 RESULTS

Table 3 presents a list of these instruments and gives an indication of what type of construct it measures (cognitive, noncognitive, or program assessment). References for each instrument are given in Appendix A.

3.1 Cost and Availability

The cost to use the instrument and its availability seem to be intrinsically linked in our field. Of the 47 instruments studied, 39 (83%) were available, usually in the article that first used the instrument in a research study or a separate article that focused on the validation of the instrument. Many of those articles are not open access, but would be available through university libraries. Once a researcher had access to the article, the instrument does not have a cost to use it.

Of those instruments that were not available from the aforementioned articles, four were obtained from the authors who agreed to allow them to be housed in https://csedresearch.org database for free usage by anyone interested. Due to its nature, SCS1 [A-31] is available to anyone who requests access and is free to use, but is not publicly available to protect those using it for research purposes. That is, if the questions on the instrument become available to anyone, then its efficacy to show knowledge of programming concepts is diminished.

In the end, 44 (94%) of the instruments are available to other researchers and do not require the researcher to pay a fee to administer. We attempted to reach out to the authors of the remaining instruments, and if the instrument is provided at some point in the future, it can be accessed in the https://csedresearch.org database.

3.2 Constructs Assessed

We divided the constructs assessed by the instruments into two main categories, cognitive and noncognitive constructs. For the purposes of this analysis, we considered cognitive constructs to be content or domain knowledge of computing or computer science, and noncognitive constructs are everything else.

There were 13 instruments (28%) that measured cognitive constructs. Of these, the types of knowledge measured were: computational thinking (6), CS1 concepts (3), CS2 concepts (1), digital logic (1), algorithmic analysis (1), and research skills (1).

There were 31 instruments (66%) that measured noncognitive constructs which included constructs such as self-efficacy, anxiety, confidence, enjoyment, sense of belonging, intent to persist, and perceptions.

There were four instruments that were categorized as measuring both cognitive and noncognitive constructs.

During analysis, it became clear that there was actually a third category of construct that was coded separately from cognitive and noncognitive. That third category is program evaluation. Program evaluation instruments seek to measure the effectiveness of a specific program and have items that address the issues pertinent to determining problems with delivery or execution of the program/intervention as well as ways to improve. Eight of the 47 instruments (17%) were categorized as having some or all of their items concerned with program evaluation.

3.3 Number of Items

The number of items on an instrument can generally give an idea of how long it would take to administer such an instrument. The amount of time needed to complete the survey or interview...
for the instruments ranges from 5 minutes to 1 hour. Table 1 shows the breakdown of number of items on the instruments.

The largest segment of the instruments (40%) had between 11 and 30 items. It is important to note that the instruments with over 50 items generally have subscales of smaller numbers of items that can be administered independently of each other. One of the instruments [A-42] is an observational protocol and item count does not make sense in that context. Project Quantum [A-8] is a contribution-driven question bank for creating evaluations and currently has over 8000 contributed questions, but is specifically designed so that a user only gives questions with topics of interest to their assessment needs.

### Table 1: Number of items in studied instruments

<table>
<thead>
<tr>
<th>Number of items</th>
<th>Number of instruments (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 10</td>
<td>11 (23%)</td>
</tr>
<tr>
<td>11 - 30</td>
<td>19 (40%)</td>
</tr>
<tr>
<td>31 - 50</td>
<td>6 (13%)</td>
</tr>
<tr>
<td>&gt; 50</td>
<td>9 (19%)</td>
</tr>
</tbody>
</table>

#### 3.4 Item Type

In analyzing the collected demographic data, we noticed three main categories of item types. Likert-type prompts, multiple choice, and open-ended questions. Several of the instruments (29%) combined these three types of items and few had item types that did not fit into these categories. Table 2 shows the breakdown of types of items for the instruments studied.

The largest segment of the instruments (38%) had only Likert-type prompts. Including those with the instruments that combine Likert-type prompts with other types of items that percentage raises to 64%. Of the seven remaining instruments not covered by the table two were interview protocols; one was an observation protocol; two asked for answers on a 100-point scale; one had Likert-type prompts and semantic differential items; one had questions that asked the participant to choose the level of use of technology that best describes their level; and one was an autograding/machine grading assessment.

#### Table 2: Types of items in studied instruments

<table>
<thead>
<tr>
<th>Type</th>
<th>No. of instruments (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likert-type only</td>
<td>18 (38%)</td>
</tr>
<tr>
<td>Multiple choice</td>
<td>6 (13%)</td>
</tr>
<tr>
<td>Open-ended</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Likert and Multiple</td>
<td>6 (13%)</td>
</tr>
<tr>
<td>Likert and Open</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Multiple and Open</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>All three types</td>
<td>4 (9%)</td>
</tr>
</tbody>
</table>

#### 3.5 Target Demographic

Figure 1 shows the breakdown of the target demographics for the instruments. The grade levels indicated are based on the United States system. For purposes of the reporting, an instrument can be included for more than one demographic category (e.g., it targets all K-12 students). The target of undergraduates has the largest percentage of instruments (26%), but if you consider instruments targeting K-12 (and remove duplicated counting), there are actually 20 instruments (43%) that target that demographic. Pre-service and in-service teachers are targets of 15% of the instruments.

#### 3.6 Reliability

Reliability of an instrument is a statement about its consistency in measurement. Ideally, an instrument will provide the same results or score for the same answers each time it is given. Reliability information was found for 28 (60%) of the instruments. The most common form of reliability information was Cronbach’s alpha or some other measure of internal consistency. There were two instruments that showed evidence of test-retest reliability within the data set.

#### 3.7 Validity

Validity of an instrument helps us determine if we are measuring what we think we are measuring. Reliability is a necessary, but not sufficient condition to establish an instrument’s validity. Reliability and/or validity have been checked for the specified particular demographic in a particular setting. Using a validated, reliable instrument does not necessarily mean that the instrument will be reliable and/or valid in different settings. It can provide, however, a greater measure of confidence than an instrument that has not been validated or determined to be reliable.

Validity can come in many forms and we see primarily two forms reported in the data. Of the 47 instruments studied, 24 (51%) provide some evidence for their validity. It was common in the data to see expert opinion give evidence of face validity and several instruments reported on construct validity evidence through various measures.

### 4 DISCUSSION

The instruments found are able to be used for free, with the exception of a few that require access to the publication in which they are included. This is a limitation for some, but often not those in the research community that have access to the most common journals and conference proceedings through college and university libraries. One positive step that could be taken for the instruments is to make the instrument freely accessible by
making it available outside the article which describes it. That way, those interested in using it do not need access to the article to get the items from the instrument.

A majority of the instruments had under 30 items, which means that they should be relatively quick to administer. Couple that with the fact that the most common type of item was Likert scale and we have a collection of instruments that are not onerous on a participant’s time. As pointed out, even those with a large number of items have subscales that allow the researcher to give a smaller number of items that best suit their needs. Multiple choice is also another popular option for these instruments. Aside from time to administer, another advantage of these item types is their ability to be scored quickly and consistently.

The instruments tend to strongly favor measuring noncognitive constructs (ie., those that are not domain or content knowledge). However, it was observed, although not studied rigorously for this analysis, that several of the constructs appeared across many of the instruments. Further analysis is needed to uncover duplication of constructs being measured or gaps where the instruments fail to cover factors that have been shown to impact student achievement and learning [8, 12, 14]. The beginnings of this gap analysis is available in [17].

It is very promising to see such a large number of these instruments providing either reliability (60%) or validity evidence (51%). There are actually 20 instruments (43%) that provide both. Assessment and evaluation specialists will tell you that there are many types of both reliability and validity and that more is always better [20]. While we did not specifically analyze what type of validity evidence was presented for this study, content or face validity was very commonly cited as the only validity evidence. While that is a start, for sure, more is needed. Further, many of the instruments rely on self-report, which can be a threat to construct validity. Self-report threat can occur because the participant wants to make themselves “look better” to the researcher/research project [20].

4.1 Limitations

There are a number of limitations of this study. First, the search space for instruments, while quite large in some aspects, is still limited. It is possible that there instruments in the literature outside our date range for the searched databases that exist, particularly newer instruments that were not revealed through our searches or calls to the community for input. Future work to expand the collection of instruments and to add to this taxonomy is already planned and will include additional years, venues, and targeted searches.

Further, we are often limited in the evidence presented about a particular instrument to one paper or website entry. It is quite possible that other papers exist that were not found during this search that would provide additional information about the instrument. One of our next steps is to contact the authors to verify the data we curated for each instrument and to provide us with additional evidence or links that describe the evidence about the instruments. This will be time-consuming work, but will provide greater assurance that the publicly available collection of instruments and their summaries is accurate and useful for the community.

4.2 Future Work

The next steps for this taxonomy are to make it more accessible to those in the community. To that end, each one of the instruments identified here and the data extracted from each is presented in searchable form at https://csedresearch.org.

As identified previously, we believe more instruments are available than what we were able to identify for this taxonomy at this time. New instruments will be added to the website as soon as we are made aware of them. The website will provide a way for instrument authors to contribute information about an instrument not listed and to provide additions and corrections to entries already there.

Additionally, we continue work with a group of evaluators who are also collecting a large set of evaluation instruments for both STEM and computing education. We will continue to share our collection of instruments with them in order to promote their usage far and wide.

5 CONCLUSION

We take this work as a starting point for the community. Not only do measures of many constructs and programs already exist, many of them have already been shown to be reliable and/or validated. We encourage those conducting research in computing education and wanting to measure specific constructs to first look to see if there is an instrument already available that measures those constructs.

There is also a need to validate existing instruments that have not yet been validated as well as validate instruments in different contexts. Doing so will help improve the results of the initial research as well as providing a validated measure of the construct for others.

We recognize that the instruments available may not measure exactly what is needed for a particular research study. However, adaptation of an existing instrument is favorable to creating a brand new instrument, especially if constructs are similar. When faced with the challenge of an instrument not being available, we as a community should also look outside our own literature to see if other educational/learning sciences literature provides a starting point. If not, that truly represents a need in the community to create and/or adapt a measure for use in future research.
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<table>
<thead>
<tr>
<th>Program Evaluation</th>
<th>Cognitive</th>
<th>Noncognitive</th>
<th>Evaluation Instrument Title</th>
<th>Appendix Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Algorithm Analysis Concept Inventory</td>
<td>[A-11]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>BASICS Study Student Implementation Questionnaire</td>
<td>[A-32]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>BASICS Study Teacher Implementation Questionnaire</td>
<td>[A-33]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>BASICS Study Teacher Interview Guide</td>
<td>[A-34]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>CISE REU A La Carte Student Survey</td>
<td>[A-37]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>Cognitive Load Component Survey</td>
<td>[A-21]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>BASICS Study Teacher Implementation Questionnaire</td>
<td>[A-33]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Commutative Assessment</td>
<td>[A-40]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computational Thinking Pattern Analysis (CTPA)</td>
<td>[A-17]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>Computation Thinking Survey</td>
<td>[A-44]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computational Thinking Test</td>
<td>[A-36]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Anxiety Scale</td>
<td>[A-43]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Attitude Questionnaire (CAQ 5.14)</td>
<td>[A-15]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Attitude Questionnaire (CAQ 5.22)</td>
<td>[A-15]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Attitude Scale</td>
<td>[A-19]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Programming Self-Efficacy Scale</td>
<td>[A-31]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Science Attitude and Identity Survey (CSAIS)</td>
<td>[A-38]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Science Attitude Survey (Hoegh and Moskal)</td>
<td>[A-14]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Science Attitude Survey (Weibe et al)</td>
<td>[A-42]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computer Science Interest Survey</td>
<td>[A-2]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Computing Attitudes Survey</td>
<td>[A-10]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Digital Logic Concept Inventory (DLCI) (Form A)</td>
<td>[A-13]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Draw-a-Computer-Scientist Test</td>
<td>[A-12]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Effectiveness of Technology Outreach Survey</td>
<td>[A-20]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Evaluation of Faculty Participation in POSSE</td>
<td>[A-7]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>Evaluation of Student Participation in HFOSS</td>
<td>[A-7]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Fairy Assessment</td>
<td>[A-41]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Microcomputer Beliefs Inventory for Middle School Students</td>
<td>[A-35]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>NCWIT Computing Major Pace and Workload Experience</td>
<td>[A-22]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>NCWIT Incoming Student Survey</td>
<td>[A-23]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>NCWIT Overall Computing Major Satisfaction: Student Survey</td>
<td>[A-24]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>NCWIT Pair Programming Student Final Assessment</td>
<td>[A-25]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>NCWIT Parent Survey</td>
<td>[A-26]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>NCWIT Program Partner Survey</td>
<td>[A-27]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>New Computer Game Attitude Scale</td>
<td>[A-18]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Project Quantum</td>
<td>[A-8]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Project TREES Survey</td>
<td>[A-3]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Robotics Activities Attitudes Scale</td>
<td>[A-9]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>SCS1</td>
<td>[A-30]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Self-Efficacy for Computational Thinking (SECT)</td>
<td>[A-1]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Stages of Adoption of Technology (SA)</td>
<td>[A-4]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>Student Centered Observation Protocol for computer-science Education (SCOPE)</td>
<td>[A-39]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td></td>
<td>Student Computing Interest: Post Survey for Outreach programs</td>
<td>[A-28]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Student Outreach Experience: Interview Protocol for Students</td>
<td>[A-29]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Teacher Attitudes toward Computers (TAC)</td>
<td>[A-5]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Teachers' Attitudes Toward Information Technology (TAT)</td>
<td>[A-16]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Teachers' Self-Efficacy in Computational Thinking (TSECT)</td>
<td>[A-1]</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>Technology in Education Competency Survey (TECS)</td>
<td>[A-6]</td>
</tr>
</tbody>
</table>
APPENDIX A. INSTRUMENT REFERENCES
Please see https://csedresearch.org/evaluation-instruments/ for more information about instruments.
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