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ABSTRACT

Though some empirically-driven best practices in computing education exist, there are legitimate and serious concerns about the dearth of studies that have been replicated and/or reproduced in the sciences, including education science and computing education. Without the empirical evidence that comes from replicated, reproduced or meta-analytic studies to provide further verification that a particular practice is effective, the computing education research community may be unintentionally propagating poor practices driven by false findings derived from individual studies. Propagation of these practices can lead to distrust by practitioners, eroding the relationship between often well-intentioned researchers who want to help inform and shape the practice and those in the classrooms teaching, policymakers, and administrators. Therefore, it is incumbent on us as a community to seriously consider the state of our research practice, the challenges the community faces due to the lack of empirical evidence coming from our published studies, and how the community can have a broader discussion to evolve the field into a stronger practice. This short paper contains some foundational terminology and provides evidence of the lack of replication, reproducibility, and meta-analytic studies in general and in computing education. A summary of potential solutions is also proposed that can be explored in an effort to help frame a larger discussion of this issue with the goal of considering next steps needed to mature our field.
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1 INTRODUCTION

There are legitimate and serious concerns about the dearth of studies that have been replicated and/or reproduced in education science, given that one study is not enough to test a theory in the education and behavioral sciences [30]. In October 2018, the U.S. National Science Foundation (NSF) and the Institute of Education Sciences (IES) jointly released the Companion Guidelines on Replication & Reproducibility in Education Research, which provided a thumbnail sketch of the high-level issues with replication and reproducibility, proposed ways to address it, and how the community can work to embed research methods and practices in NSF and IES proposals to ease the crisis [21].

For the purposes of further discussion, the NSF and IES’s definitions of these terms are presented and adopted for this paper:

• Reproducibility is defined as ”...the ability to achieve the same findings as another investigator using extant data from a prior study,” [21, p.1] That is, reproducibility looks at the data derived from the study and analyzes the data independently. The results can then be compared to the results from the original study to validate the findings.
• Replication is the process of ”...collecting and analyzing data to determine if the new studies (in whole or in part) yield the same findings as a previous study.” [21, p. 1]

Given these definitions, conducting either requires a thorough understanding of the original study for which the results are being verified. Reproducibility studies, however, require less time and fewer resources, but can only be conducted if the data is available for further analysis. Replication studies, on the other hand, provide a higher standard and offers more validity to the effects of an intervention–but they also require more extensive time and resources with a whole host of issues that must be addressed. With these complexities come further definitions: direct replication and conceptual replication.

• Direct replication studies ”...seek to replicate findings from a previous study using the same, or as similar as possible, research methods and procedures as a previous study.” [21, p. 2]
• Conceptual replication studies "...seek to determine whether similar results are found when certain aspects of a previous study’s method and/or procedures are systematically varied." [21, p. 2]

Both forms of replication studies can provide important empirical evidence used in informing best practices—they provide further efficacy and measures of effectiveness. Replicating and validating educational research findings provide assurance that the results of the studies are sound and reliable [9]. They can then give rise to the potential of predicting results through the synthesis of the empirical evidence from the various studies. Conceptual replication studies, by their definition, build upon previous studies to determine through empirical evidence which practices are best under which conditions for which target demographic groups [21].

What does this mean in the context of computer science education research? Does the community face the same or different challenges than the rest of the education science community? And what would efforts entail to move the computing education research community forward with the proposed avenue of addressing these challenges put forth by the NSF and IES and others in education science?

One can consider each of these questions by exploring the current challenges of education science within the context of computing education research and then provide a summary of solutions that have been proposed (and in some cases, recently implemented) within the behavioral and education science community. Given these solutions, this paper proposes a wider discussion of the importance of verifying individual studies, the extent to which our community is engaged in doing so, and what can be done to further move the community to engage in research that provides the capability for deriving best practices from validated empirical evidence.

2 OUR CHALLENGE: LACK OF EMPIRICALLY-DRIVEN BEST PRACTICES

There is no question that already exist some empirically-driven best practices in computing education. These have been primarily driven by the work being performed over the last fifty years in computing education at primarily the post-secondary level, such as pair programming in CS1.

These practices can, of course, be improved upon or replaced through various other methods if empirical evidence supports it. Unlike other fields, though, time-pressures are felt within the field of computing education, and, with the evolution of computing happening so quickly, researchers do not always have the luxury of a decade’s time researching an intervention or new teaching method for a given field in computing. Even in the best-case scenario, that at the end of the decade researchers could empirically state that a method of teaching is the “best” for a particular subfield, the subfield may be replaced with or have evolved into a different one.

Further, at the K-12 levels, the situation is more distressing, with a recent study only finding six replication studies in CS education research literature (2009-2018) [10]. Research at the K-12 formal classroom level is more recent and though there is still little research being conducted in comparison to other subjects, the impact that early studies (which may be false) are having on practice can cause more harm than good [23].

Without empirical proof that a particular practice is effective, our community may be unintentionally propagating poor practices driven by false findings [32]. Propagation of these practices can lead to distrust by practitioners, eroding the relationship between often well-intentioned researchers who want to help inform and shape the practice and those in the classrooms teaching. Further leading to distrust is that these false findings can seep into policies, creating standards that are then implemented—only later to be shown to be ineffective [12, 25].

There are many challenges faced by the computing education research community. Three of these challenges that stand in the way of defining empirically-driven best practices within the computing education research community are:

• Lack of replication studies
• Lack of reproducibility studies
• Lack of meta-studies that compare and contrast work

Each are examined here in the context of the recent literature and, more specifically, the computing education research field.

2.1 Lack of Replication

The dearth of replication studies is spread across many fields, including visualization research [15], human-computer interaction studies [13], nutrition and health [26], environmental epidemiology [4], archaeological science [20], social Work [34], sports neuropsychology [28] and so many more. Within the field of behavioral and education sciences, the acknowledgement of the crisis derives from multiple secondary analysis studies. In a 2014 study, a systematic literature review was conducted across the top 100 education journals. The researchers found that only 0.13% of the studies were replication studies and with that, roughly half of these independent attempts at replication were successful [18]. In a 2015 study, a group of 270 psychologists could only replicate about 40% of 100 selected studies, and within that, the replicated studies showed overall effect size to be weaker than what was reported in the original study [7]. In a 2018 study, researchers identified 21 highly-influential social science studies for determining if they could replicate the findings with sample sizes five times greater than the original study [5]. And similarly, the effect sizes of the replicated studies were much weaker (about half) of those reported in the original studies.

The lack of replication studies in education science is not new, but worth exploring in the computing education field. A 2015 ITICSE Working Group performed a meta-analysis of the use of educational data mining and learning analytics with respect to programming [14]. Findings suggested that a more solid understanding of the influencing variables can be achieved through validation and replication of these studies, with the authors emphasizing the "critical need" for such studies in this field. The group proposes five grand challenges, including the need for a progressive results database, to promote more replication and reproducibility studies, to promote more experimental design (over quasi-experimental), to move empirically-driven best practices back into the classroom, and to help practitioners apply these practices in their field. These challenges present the context of and reason for replication and reproducibility, though leave out the call for meta-analysis, a necessary process for comparing homogeneous studies.
In 2016, two studies were conducted that further brought light to the lack of empirical evidence in computing education research, the lack of replication studies, and some reasons behind this [1, 2]. In 2019, Hao et al. published an extensive study to determine the rate of publication in computing education research and discovered that the field has a replication rate of 2.38% for the years 2009-2018 ($N=2,269$). Outside of these published studies, there is acknowledgment of the need for this—though very little empirical data indicates the extent of the problem within our field.

### 2.2 Lack of Reproducibility

Though often lumped together, reproducibility (as defined by the NSF/IES report [8]) differs from replication [8]. The report defines ways researchers can perform reproducibility studies, including the analysis of the data 1) using the same analysis procedures used in the original study and 2) using different statistical models [21]. The former can verify study results or identify errors within the analysis process or within the dataset. The latter can use the results from different statistical models to again verify the results and conclusions drawn in the original study.

In the context of reproducibility and the sciences, Vuong and Ho (2019) describe the need for reproducibility based on studies conducted in economics, political science, psychology, and more [12]. They cite a 2016 Nature’s study that showed that 90% of the 1,576 scientists surveyed agree that there was a "reproducibility crisis" [12, p. 14]. Additionally, Laraway et al. (2019) take a deep dive into reproducibility within the context of behavioral science and analysis, highlighting concerns within the community and offering suggestions to improve the practice [16]. Further, Yoccoz (2018) evaluates the reproducibility crisis in the field of ecology and evolution to find what is causing this crisis [35].

In the context of reproducibility and computing education research, with the conflation of these terms, it is difficult to know on the surface if the authors of articles understand their nuances and if reproducibility is also covered when the authors discuss replication—no formal definitions are provided. For example, another term, reanalysis, was found to describe reproducibility as defined by the NSF/IES report [25]. The nomenclature could also be adding to the lack of understanding of the terms.

Despite this, two studies call for reproducibility studies in the context of big data analysis of educational systems, including the 2015 ITICSE Working Group paper [14, 24]. Though the terms described by the NSF and the working group differ (re-analysis versus reproducibility), a literature review was not conducted. However, case studies are provided to demonstrate the possibilities for reproducing and re-analyzing studies. Based on our inability to find meta-studies on reproducibility in the computing education research field, additional research (including systematic literature reviews) is needed to determine the state of reproducibility research in the computing education research literature.

### 2.3 Lack of Meta-Studies

Similar to the issues involving reproducibility and replication studies, single studies are more prone to errors or bias [11, 19]. Meta-studies synthesize the results of interventions or practices in ways that provide further validation of its impact on learners.

Without ‘good’ data in independent studies and without the lifting of replication to a higher esteemed level, the authors of a 2016 study report that meta-analysis and synthesis of data needed to build strong theories cannot be conducted [2]. That is, even if more meta-analyses are conducted, if the findings from the individual studies have not been further validated or shown to be sound, what results then would a meta-analysis show? Further, as part of their conclusion, the authors have a call of action to the community to “...move toward meta-analysis of the literature for building of theories about CSEd.” [2, p. 125] As presented in the next section, though, building more evidence within studies to ensure that the results of meta-analysis are sound requires significant change in how research is conducted across the community.

### 3 POTENTIAL SOLUTIONS

The dearth of these types of studies in computing education research is due to multiple cultural disincentives and research obstacles for conducting them. This is partially confirmed in a 2016 study of researchers [1]. Although computing education researchers seem to agree that there is value in replication studies, 73 such researchers also found that these researchers believe that replication studies are more difficult to publish, add less value with respect to incurring citations and applying for grant funding, and is not valued in the promotion process—which values innovative, original work [1]. They also found that these researchers in general are not interested in conducting replication studies.

In education science, the NSF/IES report lays part of the blame for these challenges on researcher disincentives, implementation challenges, and the difficulty in interpreting findings [21]. To help fix this, there are calls for replication studies be explicitly called for in Calls for Papers of conference and journals with the acknowledgement of the value of these types of studies called out [1, 10]. Ahadi et al. state that this would “...lead to more critical evaluation of new theories and better understanding of the generalizability of research findings.” [1, p. 8] Other researchers calls for skipping the replicability issue entirely and instead encourages the focus on improving the quality of original studies [1, 15]. In this section, proposed solutions are briefly discussed, some of which have already been put into practice in other fields.

#### 3.1 Improving individual studies

Several calls of action have been made across various fields to improve the research practices among individual studies [6, 15, 27, 31]. The practice of engaging in replication, reproducibility, and meta-analytic studies all hinge upon the quality of original, individual studies. Quality research practices are also equally important in the cases were no replication, reproducibility, or meta-analytic studies are conducted and decisions about policy or pedagogy are made based on one study.

#### 3.2 Pre-Registration of studies

The pre-registration of studies is mentioned in several articles examining how to improve the practice [11, 17, 34]. This is the practice of requiring researchers to submit their research study methods and proposed analysis of the data prior to collecting data. This effort helps ensure that researchers are less likely to change hypothesis or
data analysis measures to prevent questionable research practices (like "significance chasing") by supporting findings (novel results) that are "more publishable" [17, 27].

3.3 Transparency and better access to results through open science

One of the most supported changes to address the replication/reproducibility crisis is to move towards a model of transparency and open science [7, 11, 12, 17, 27]. Open science can be interpreted in several ways, including access since it gives the ability for those who cannot easily access research findings (teachers, policymakers, other researchers) full access. By so doing, teachers and policymakers can start to more easily base their actions on empirical findings [11, abstract] and can further enable public trust in the field [12].

Ho et al (2019) further call for open reviews and open dialogues about the research while Hillary et al (2019) and Yaffe (2019) call for data, code, and materials to be shared [11, 12, 34]. In addition to increasing credibility of the researchers and the work they conduct, these practices create further transparency and provide a stronger path to replicate and improve upon the original study.

3.4 Large-scale collaborative science

Large-scale collaborative science builds upon open science, specifically datasets, and can be used to "...understand which instructional practices work for whom and under what condition...." [11, p. abstract] This is noted as a key research practice needed to increase replicability and thereby the credibility of educational science [6]. Though this is happening within the learner space itself with tools designed to assist learning of computational thinking and computer science, extending this to the practice of computing education research will enable greater synthesis of data results [19].

3.5 Power analysis and effect size reporting

Washburn et al (2018) note that in the field of psychology formulating a power analysis and providing effect size are important steps to report sufficient data needed for study validation (via replication and reproducibility) and synthesizing results [31]. This is further supported by the American Psychological Association (APA) [3].

3.6 Tools to support reproducibility, replication, and meta-studies

Software systems that both store data for sharing and for analysis from studies and provide the tools for data analysis can be a standardized and powerful tool if created in a way that helps improve reproducibility of results within a study and cross-study synthesis and analysis [11, 33]. As a community, many computing education researchers have an understanding of what software development entails and what might be needed to design and create these types of tools [19].

3.7 Culture of Improved Practice

Washburn et al (2018), Ahadi et al (2016), and Hillary et al (2019) further bring to light the issues of cultural changes and ensuring that the researchers are properly incentivized to embrace these changes [1, 11, 31]. Without including the larger community in the conversation and carefully prioritizing, selecting, and promoting the changes that are a best fit for computing education, steering the education community in a direction where replication, reproducibility, and meta-analytic studies (and the necessary steps to make these studies happen) are valued will remain unaccomplished.

Tanweer (2018) proposed the concept of exostructure "...as a companion to infrastructure and a key mechanism enabling scaling in data science of the social. Exostructures are made up of the components of temporary, project-based collaborations intended to spawn replication or further investment in information and knowledge infrastructures." [29, p. iv], which is further supported by [22]. This is an interesting way of phrasing the "things around the methods and tools" that need to happen to ensure its propagation and success.

4 THE VALUE OF FURTHER DISCUSSION

The computing education research community propagates and encourages the belief that individual studies should be novel and innovative and that validating these individual studies by conducting replication, reproducibility, and meta-analytic studies is second-hand research not valued. As a community, we cannot expect different results without changing the culture and practice of computing education research and we cannot change the culture and practice without changing fundamental beliefs in the field. Hillary and Medgala note that a "scientific community...motivated by this crisis may be at critical cross-roads for change engendering a culture of transparent, open science where the primary goal is to test and not support hypotheses about specific interventions." [11, p. abstract]

But changing these beliefs is not easy--with some being more easily adopted and accepted within the community than others. Washburn et al (2018) conducted a study that evaluated why psychology researchers don’t adopt practices that will help address the crises (e.g., preregistering hypotheses/methods, making data publicly available online, conducting formal power analyses, reporting effect sizes) [31]. When asked whether or not they had ever engaged in these practices, they found that the least adopted practice (with an adoption rate of 27% of the 1,053 participants) was the preregistering of hypotheses/methods for a variety of reasons. The second least adopted practice (at a rate of 56%) was making data publicly available online. Almost all (99%) reported effect sizes in their studies and to a great extent (at 87%) conduct formal power analysis--which is to be expected in a more mature and rigorous field of behavioral research.

So, how do we as a community address this systemic issue? We can address overarching questions around the need for more empirical evidence with the goal of permanent change, such as:

- How "bad" is the lack of replication, reproducibility, and meta-analytic studies in the computing education research field? Can we empirically define this with evidence beyond the limited meta-studies that now exist?
- How do we define what "sufficiently corroborated" means for a particular intervention or pedagogy?
- Can we determine what our "false positive" rate is? How?
- What are acceptable standards for these type of studies? Will they be evaluated differently than original studies during the review process?
• What are the most impactful measures for the computing education research community? Which of these are most likely to be accepted by the community?
• What steps can leaders within the community adapt to start the process of promoting change?

Many suggestions have been made as researchers in other fields start to make changes to address these issues. Empirically defining what the state of our field is, examining the potential reasons for these issues, and considering the solutions in light of the current culture of our field will all be important in moving the field forward.

5 CONCLUSION
Computing education is the fastest growing field of study in K-12 education and it continues to evolve in post-secondary education as well. I invite the Koli community to join in an open discussion about the practices that the community currently and regularly engages in (those that have become standard and acceptable practices), how these practices can be improved, and together we can start to drive the field towards best teaching practices based on empirical evidence. And, in light of the fact that practices are being propagated into the K-12 computing education community without this empirical data, we can further consider what this means to those practices and the learners as well as the timing to improve these research practices—before our trust with teachers, administrators, and policymakers is eroded.
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