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ABSTRACT
The quality of reporting of experimental results in computing edu-
cation literature has been previously shown to be less than rigorous.
In this study, we first examined research standards set forth by four
organizations: American Psychology Association (APA), American
Educational Research Association (AERA), What Works Clearing-
house (WWC), and the CONsolidated Standards of Reporting Trials
(CONSORT). We selected the most important data standards based
on their prominence across all four and the most typical study
designs in computing education research. We then examined 76
articles designated as quantitative research studies (K-12) published
in ten venues (2012-2018) to determine whether the reporting in
these articles met these five standards. Findings indicate that only
48% of these articles report effect size and even fewer (11%) report
confidence intervals and levels. We found that reported data did
not meet the standard that data should be "reported in a way that
the reader could construct effect-size estimates and confidence in-
tervals beyond those supplied in the paper". Additionally, authors
used existing instruments less than a quarter of the time (24%)
and used instruments with evidence of reliability and validity less
than half of the time (39%). We conclude with recommendations
for those in the K-12 computing education research community to
consider when reporting statistical data in future work so that we
can increase the level of rigorous reporting in this growing field.
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1 INTRODUCTION
Over the years, researchers have examined the computing education
research (CER) field as a whole to determine what content areas are
being researched (e.g., introductory programming) [20], for models
and methods of the research [9], for theoretical underpinnings of
the research [21], and for possible missing areas of exploration
[19]. Others have been interested in the level of rigor and reporting
in computing education research, with efforts to document how
research is conducted in computing education and uncovering the
areas the field still needs to grow [1, 27, 28, 32]. In addition, there is
a general lack of evaluation instruments with evidence of validity
and reliability available for use [11, 22].

Within research in K-12 computing education, previous research
has shown that studies and interventions are not well described,
missing key variables for understanding the populations studied
and the intervention its[10, 12, 23]). Researchers have also discov-
ered weaknesses in the way statistics are reported and used, such
as under-reporting of effect size [24, 27, 29].

Considering statistical analysis and reporting of results, the
American Psychology Association (APA), What Works Clearing-
house (WWC), American Education Research Association (AERA),
and CONsolidated Standards Of Reporting Trials (CONSORT),
among others, have set recommendations and standards for re-
porting statistical data [2, 4, 7, 13, 16]. These standards bodies,
however, go further than offering recommendations. They actively
promote and even require these standards for articles submitted
to publication venues that they oversee. Other journals and publi-
cation venues have also required that these standards be met for
publication. They recognize that an adequate level of reporting
of data is needed to compare studies, to replicate and reproduce
studies, and to use in meta-analysis [7, 13, 24, 25]. There is little
evidence on the state of statistical data reporting in computing
education research, with the most recent example focused on a
single venue [29] .

As the CSforAll movement continues to grow in the United States
and around the world, determining the baseline of statistical report-
ing in recent studies can enable the creation of recommendations
to be used in the field and increase its level of rigor [3, 17, 30]. Thus,
we designed a study to compare a subset of reporting standards for
statistical data in the aforementioned entities (APA, AERA, WWC,
and CONSORT) against K-12 computing education research. The
overarching research question for this study was: What statistical
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data is reported in K-12 computing education research and how does
that align with best practices? From this, we developed two research
questions that are the focus of this study:

• RQ1: What are commonly recommended standards for re-
porting statistical data that are important to computing edu-
cation research?

• RQ2: What are the gaps in reporting statistical data in K-12
computing education research compared to these known
standards?

This study focuses on identifying a limited set of standards that
could be adapted quickly with maximum impact on the computing
education research community. This study is important to evalua-
tors and researchers who are often authors and reviewers of these
articles and who may not be familiar with standard practices in
reporting data. Not only do guidelines help when writing a paper
that includes statistical data, it can also be used by those reviewing
these papers for potential acceptance into publication venues.

Finally, as the community starts to adapt practices needed for
collecting and analyzing data on a larger scale, without proper data
reporting, the ability to replicate, reproduce, and conduct meta-
analysis on studies will be limited [7, 24, 25, 29]. Better reporting
will benefit the community’s awareness of how different sets of
published data actually relate and therefore aid in identifying best
practices based on empirical evidence [3].

2 STANDARDS FOR REPORTING
STATISTICAL DATA IN RESEARCH

To answer RQ1: What are most commonly recommended standards
for reporting statistical data that are important to computing educa-
tion research?, we identified a set of significant standards from each
of four standards bodies in the field of research standards: Ameri-
can Psychology Association (APA), American Educational Research
Association (AERA), WhatWorks Clearinghouse (WWC), and CON-
solidated Standards of Reporting Trials (CONSORT) [2, 4, 7, 13, 16].
Although a complete analysis of statistical data guidelines (includ-
ing methodological considerations and interpretation of the data)
across all the sets of standards is outside the scope of this particular
analysis, we selected a few standards from each subarea that were
most relevant to computing education research based on previous
studies and our familiarity with the field.

In this section, we briefly provide a summary of each standard
body, along with Table 1 that synthesizes specific standards on
reporting statistics across the four sets. This is followed by a more
detailed look at previous research addressing this issue in comput-
ing education research.

2.1 Across related fields
We provide a brief overview of the four standards bodies that we
targeted for inclusion in this analysis, including a summary table
(Table 1) that shows several best practices recommended across the
four. Although the recommendations in each use slightly different
terminology and are organized differently, we carefully considered
each and determined whether or not to include it and how to adapt
it to the larger set being compared. Specifically, we included:

• Methodological and interpretation guidelines if they are only
one-step removed from the actual reporting of data

• Guidelines specifically relevant to quantitative studies
• Guidelines closely related to one-group pre-test/post-test
studies

• Guidelines that addressed issues previously reported in com-
puting education research studies

To analyze, one researcher reviewed the identification of indi-
vidual guidelines that would qualify, added each of these to a list,
then began the process of carefully reviewing each to determine if
they belonged or if they were similar in nature. For those similar
in nature but with different wording, the researcher reworded the
guideline to be more generic, encompassing two or more guidelines.
The researcher then added these to the table and identified which
appeared in which standard body. Once completed, the second re-
searcher reviewed the list for any duplicate entries. The researchers
discussed anomalies and addressed these within the table.

2.1.1 American Psychological Association. The 6th edition of the
APA Publication Manual (2010) is a style manual that provides a
thorough description of how to report data stylistically, but only
gives limited insight intowhat to report [4]. For example, it presents
sample tables on presenting psychometric properties of variables,
recommending the variable name, n (number of participants), M
(mean), SD (standard deviation), α , range, and skew. It recommends
reporting "sufficient information", which is dependent "...on the
analytic approach reported" [4, p. 116].

The APA calls out the importance of reporting effect size with its
precision both in narrative and in sample tables. The one-degree-
of-freedom contrasts table, for example, shows the variables (con-
structs) at different times (Time 1 and Time 2), with M and SD for
the times being compared, t(34) noting 34 degrees of freedom with
the appropriate t-values, p values, with a 95% Confidence Inter-
val (CI) listing the lower and upper confidence levels, along with
Cohen’s d [4, p. 142].

The APA has guidelines for Journal Article Reporting Standards
(JARS) and Meta-Analysis Reporting Standards (MARS). The APA
provides a separate book on the reporting of quantitative research in
psychology that expands on the Journal Article Reporting Standards
(JARS) and Meta-Analysis Reporting Standards (MARS) [8].

2.1.2 American Educational Research Association. The American
Educational Research Association (AERA) was founded in 1916
to "...advance knowledge about education, to encourage scholarly
inquiry related to education, and to promote the use of research
to improve education and serve the public good" [2]. One of the
areas of focus for the AERA is to improve quality research prac-
tices in education, including improving peer review processes of
publication venues. Part of this is the development of statistical
data reporting standards for the methodology and the analysis and
interpretation of data [13]. Their comprehensive view includes data-
driven research to teach, engage, and guide students through better
policy investments and to help understand emerging issues and
challenge conventional practices [2, 3]. Unlike the APA, the AERA
is strictly focused on educational research, particularly at the K-12
level. Their standards identify and promote best practices in high
quality research.

Paper Session: Computing Education Research  SIGCSE ’20, March 11–14, 2020, Portland, OR, USA

592



Table 1: Essential recommendations relevant across commonly referenced standards.

APA AERA WWC CONSORT Statistical Reporting Recommendation

Methodology
X X X X State statistical analysis conducted and their appropriateness
X X X Provide rationale and evidence of validity of instruments/measurements used (previ-

ously validated or ad hoc)
X X Describe any classifications (such as coding of open-ended responses)

X X Intended and achieved sample size, power, and precision
X X X X Describe how missing data/loss of participants is treated
X X Provide information concerning problems with statistical assumptions and/or data

distributions that could affect validity of findings
X X Provide references for less commonly used statistics, used unconventionally or contro-

versially, or statistic is article focus
X Describe statistical software program, if specialized procedures were used

For each primary/secondary outcome and for each subgroup
X X X Summary of cases included/deleted from each analysis
X X X X Subgroup sample sizes (means, SD, other estimates of precision and descriptive statistics)

so "reader could construct effect-size estimates and CIs beyond those supplied in paper"
X How heterogeneity among participants/subgroups was assessed

X Number of deliverers; in cases of interventions, include the M, SD, and range of number
of individuals/units treated by each

X X Whether analysis was "intent to treat, complier average causal effect, other, or multiple
ways"

For Inferential Statistics (e.g., t-tests, F tests, χ2 tests, effect size and Confidence
Intervals (CI) used in null hypothesis significance testing)

X X X X Sufficient information so readers fully understand/replicate analysis conducted
X Information about the "a priori type I error rate adopted"

X X X Standard error of the mean
X X X Direction, magnitude, degrees of freedom, and the exact p level
X X X X Effect sizes (estimate (regression coefficient or difference in means (including odds

ratio), p-value and effect size)
X X X X Effect size precision (Confidence Intervals) were appropriate and levels of confidence

X Both absolute and relative effect sizes for binary outcomes
X Summary statistics for each level of aggregation in multilevel models
X X Data results even if no significant effect is found

X X For hypothesis testing, test statistic and its associated significance level
X For multivariate analysis, include associated variance-covariance (or correlation) ma-

trix/matrices and estimation problems (e.g., failure to converge, bad solutions spaces),
anomalous data points

Interpretation of results
X X X Distinguishing pre-specified analysis (primary and secondary) from exploratory (ad-

justed analysis)
X X Describe how analysis and presentation of outcomes support claims or conclusions,

including when baseline and outcome measures are same and have strong relationship
X Describe considerations that are identified during the data analysis

X Discussion of implications of ancillary analyses for statistical error rates
X X X Present any problems or limitations with data/statistics that could affect validity of

findings
X Narrative interpretation of index of effect describing it in context to research question(s)
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2.1.3 What Works Clearinghouse. Under the (U.S.) National Center
for Education Evaluation and Regional Assistance within the Insti-
tute of Education Sciences, the What Works Clearinghouse (WWC)
represents an effort to synthesize the "best evidence of the effective-
ness of education programs, policies, practices and reports" [15].
Since theWWC is a repository housed within the Department of Ed-
ucation, it incorporates many of the critical reporting requirements
needed to build well-vetted best practices for K-12 learners. The
WWCmodel calls on qualified researchers and evaluators to review
submitted already-published articles by evaluating all aspects of
the study against rigorous guidelines [16]. Not only do the articles
serve as exemplars for other researchers, they also provide strong
data results for determining best practices for curriculum designers,
teachers, and policymakers. The WWC handbook is intended for
reviewers, so it is less detailed about what exactly to report and
more detailed on interpreting what is reported.

To illustrate their level of rigor, the WWC differentiates be-
tween random control trials (RCTs) and quasi-experimental designs
(QEDs), noting that "RCTs with high attrition, compromised RCTs,
and all QEDs are ineligible to receive the highest WWC rating
because of uncertainty about intervention and comparison group
similarity prior to the introduction of the intervention." [17, p. 14]

2.1.4 CONSORT. The CONsolidated Standards Of Reporting Trials
(CONSORT) is designed to "to alleviate the problems arising from
inadequate reporting of randomized controlled trials" in an effort to
improve the quality of published healthcare research [7]. Initially
formed in Canada by researchers recognizing the need to improve
data reporting for the medical community, the standards have been
endorsed by international medical journals (general and special-
ized) and editorial organizations. Because of its medical research
focus, it focuses only on data related to randomized control trials in
the field of medicine, including N-of-1 studies [7]. However, given
the advancement of quantitative analysis and formal research pro-
cesses in the field, it is worth investigating what type of statistical
data reporting is required in this type of study design. Though the
majority of studies in our dataset are quasi-experimental (one group
pre-test post-test) studies, there are some that are randomized con-
trol trials. Meta-analysis is a major component in determining best
practices in the medical community and reporting standards like
these could enable the computing education research community
to conduct meta-analysis with higher quality data.

CONSORT provides a two and a half page checklist, with ad-
ditional information online. This 25 item (with 12 subitems) list
serves as a quick reference for researchers to verify that their article
meets standards prior to submitting to a journal. It can also be a
reference for reviewers when looking at submissions to see that
they meet the standards.

2.2 Reporting in Computing Education
Research

Statistical data reporting has been identified as an issue in computer
science education research due to the abundance of anecdotal evi-
dence reported in articles and experimental designs [6, 14, 27, 32].
Additionally, only 1 in 65 articles (1%) reviewed by Randolph et al.
(2018) were determined to have evidence of validity for the eval-
uation instruments used in the study [27]. In 2019, Margulieux et

al. analyzed published papers across three venues for evidence of
their use of measurement and concluded that even though there are
several standardized measures available with evidence of validity,
a majority of studies did not use such measures [22] .

In 2008, Sanders et al. identified key components of data with
respect to ethical reporting [28], recommending that authors should
share data to maximize the value of each participants’ (and each
study’s) contribution. More recently, Sanders et al. (2019) conducted
a study that was solely focused on statistical data (inferential) in
computer science education research. Using the definition of ade-
quate described by Randolph et al. [27], they reported that of 270
International Computing Education Research (ICER) conference
papers (2005-2018), parametric tests (t-tests) were adequately re-
ported only 37% of the time [29]. With respect to non-parametric
tests, chi-squared was adequately reported only 59% of the time
and Mann-Whitney-Wilcoxon was adequately reported only 55% of
the time. The authors also note in the study that the lack of effect
size reporting in these articles was concerning.

Given the above analysis, we carefully considered the most rele-
vant standards that were raised across the four standards bodies and
considered each against the needs raised in computing education
research (see Table 1). Therefore, instead of including all standards
related to statistical data analysis recommended by the four stan-
dards bodies, we carefully chose the most common for the types
of studies most often conducted (quasi-experimental, quantitative
studies) [24].

3 METHODOLOGY
To answer RQ2: What are the gaps in reporting statistical data in K-12
computing education research compared to these known standards?,
we examined these targeted standards (Section 2.2) against K-12
computing education research articles by carefully reviewing 510
articles (2012-2018) across ten venues, including ACM and IEEE
publication venues, journals and conference proceedings, and two
additional journals and conference proceedings solely focused on
computing education research [23] 1. These articles were specially
curated by the https:\csedresearch.org team for this resource center
created for the computing education research community.

Based on the above, the most relevant standards promoted across
the four standards bodies and our experiences previously analyzing
data in articles, we chose the following to investigate in our dataset:

• Methodology
– How is missing data/loss of participants treated
– Evidence of validity of evaluation instruments used
– Describe statistical analysis conducted and appropriate-
ness

• Descriptive/Basic Inferential Statistics
– For each primary/secondary outcome, group/subgroup
sample sizes (means, SD, other estimates of precision so
users could construct their own estimates)

• Inferential statistics

1ACM International Computing Education Research, Innovation and Technology in
Computer Science Education, SIGCSE Technical Symposium on Computer Science
Education, Transactions on Computing Education; IEEE Frontiers in Education, Global
Engineering Education Conference, Transactions on Education; Journal of Educational
Computing Research; Koli Calling; Taylor & Francis’ Computer Science Education
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– Effect size and effect size precision (Confidence intervals,
levels of confidence)

– Report data even if no significant effect is found
Of the original 510 candidate articles, 247 articles were classified

as research studies, 47 (19%) of these were quantitative and 114 (46%)
were classified as mixed methods, giving a total of 161 (65%) that
reported quantitative data. Using this set of papers, we placed them
all in order that they were returned by the SQL query (based on their
unique identifier in the table) and then took a sampling (every other
one on the list) to be reviewed for further analysis. We reviewed 81
papers further to classify their content against the targeted elements
by dividing the list equally for review between two raters. The two
raters coded the first article concurrently to reach agreement on
coding. The subsequent articles were coded independently with
discussion between raters about uncertainties. Four articles were
removed due to them being mislabelled (qualitative) and one was
removed due to it being theory. This left 76 papers for analysis.

4 RESULTS
After analyzing the 76 papers, we found that 44 (58%) were One-Shot
Case Study designs and 21 (28%) were One-Group Pretest-Posttest
designs. There were 6 (8%) Static-Group Pretest-Posttest studies
and 3 (4%) Static-group Comparisons. Of this set, only one (1%)
qualified for classification as a Randomized Post-test Only, Control
Group Design study.

4.1 Methodological Content
Of the 76 articles analyzed, only 17 (22%) mentioned either how
missing data was treated or how loss of participants affected their
analysis. The vast majority (79%) failed to mention either, indicating
a gap in the understanding of the importance of this measure.

For evaluation instruments/assessment measures, 56 (74%) used
ad hoc instruments created by the authors, 17 (22%) used existing
instruments, and 1 (1%) study used both. Of these instruments, the
majority of studies (45 or 61%) did not report any evidence of valid-
ity or reliability. Of the remaining studies, 14 (19%) reported basic
data on validity and reliability from previously existing studies, 6
(8%) reported evidence of validity and reliability, 7 (9%) reported
evidence of reliability only, and 2 (3%) reported evidence of valid-
ity only. This shows that the majority of researchers are creating
their own instruments rather than using existing ones, and there
is also a failure to show evidence of validity or reliability in these
instruments. Some of the studies used various pieces of existing
instruments and merged them together into a new instrument but
failed to provide evidence of validity of the new instrument.

Of the 75 (out of 76) papers in which it was applicable, only 21
(28%) fully explained and only 12 (16%) partially explained the statis-
tical analysis that was being conducted and how that was relevant
to the study. The majority (42 or 56%) did not offer any information
about the statistics to be used in conducting the analysis or why
they were appropriate for the study.

4.2 Descriptive/Basic Statistics
We found that 52 (69%) of the articles reported the number of
participants (n) for all groups and subgroups and 15 (20%) reported
them partially. Nine (12%) did not adequately report the number of

participants, either by not reporting the sizes of the subgroups or
failing to report any information about the size of the sample for
the study.

Of the 62 articles that reported means, the reporting of mean
averages and their variance was evaluated through the entire paper,
and no effort was made in this particular high-level analysis to
separate means and standard deviation/standard error of mean as
reported for descriptive statistics or for inferential statistics. The
numbers, therefore, reflect these values in both areas. We found that
45 (73%) reported means for all areas that were evaluated and 3 (5%)
partially reported the means. For standard deviation, 29 (50%) of the
58 qualifying articles fully reported and 3 (5%) partially reported
standard deviation, leaving nearly half (26 or 45%) that did not
report this important measure.

4.3 Inferential Statistics
Of the 64 articles reporting inferential statistics that could report
effect size, odds ratio, or regression coefficient, 27 (42%) fully re-
ported this important measure and 4 (6%) partially did. However,
nearly half of the articles (33 or 52%), did not. Of the 63 articles that
could report the effect size precision (e.g., confidence intervals and
levels), only 5 (8%) articles did fully and 2 (3%) did partially, leaving
56 (89%) that did not report this measure at all.

Finally, all four standards bodies call on the importance of report-
ing data when no significant difference is found. In our collection of
53 articles that had inferential data to report, 39 (53%) fully reported
this data (for all analyses) while 3 (4%) partially reported it.

5 DISCUSSION AND RECOMMENDATIONS
Studies like this have been conducted across several fields. For ex-
ample, in a 2012 study of research articles related to cancer, 35 (43%)
reported the amount of missing data according to the suggested
guidelines, with the authors concluding that journals should require
guidelines like those in STrengthening the Reporting of OBserva-
tional studies in Epidemiology (STROBE) [18, 31]. The CONSORT
standards are much stronger and have evolved beyond STROBE for
the medical field. Similarly, the WWC, AERA, and APA, with even
the 7th edition of the APA Publication Manual being available in
October 2019, have all evolved, each with the goal to enable high
quality research studies in their respective fields.

The availability of the information about the study and meth-
ods used to conduct it are key to reproducibility and further ad-
vancement of the field. The U.S. National Science Foundation (NSF)
released guidelines in 2018 regarding the importance of replica-
tion and reproducibility [25]. The ability to reproduce results has
proven elusive in closely related fields like social science and psy-
chology [5, 26], which have longer standing established guidelines
for reporting. Given the field of computing education is so new,
replication and reproducibility is perhaps even more important.
Enabling these practices during its foundational roots will help
reinforce good research practices as acceptable and expected.

All four standards bodies and the NSF recommend that sufficient
information is provided so that readers fully understand the study
and can replicate and/or reproduce its analysis. This single basic,
yet abstract, standard can be made more concrete by providing rec-
ommendations for the data and information closely related to data
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Table 2: Recommendations for Reporting Statistical Data in Computing Education Research, Version 1.0.

Recommendations Examples

In the methodology section
Describe how missing data and or loss of participants
is treated.

"15 students participated in the pre-test. Due to two participants leaving
camp early, only 13 students participated in the post-test. Using unique
IDs that the participants added to their surveys to the pre- and post-
tests (last four digits of their phone number and their middle initial),
we removed their pretests from the study."

When using an existing evaluation instrument or assess-
ment measure, provide a brief synopsis of its evidence of
reliability and validity and the context of this evidence.

"We used the ABC Instrument to determine student’s self-efficacy. ABC
Instrument has been previously shown to have Cronbach’s α of 0.78
with further evidence for validity presented in [reference]."

When using an ad hoc (your own) instrument or assess-
ment measure, provide evidence of validity and reliabil-
ity.

"We tested for reliability using Cronbach’s α on each of the two con-
structs, Interest (α=0.73) and Persistence (α=0.81). Our evidence for
validity is ...."

For each statistical method to be used, provide an expla-
nation of each statistical analysis to be conducted and
its appropriateness.

"It was determined that the SD of the two groups was different enough
to violate the homogeneity test, p = .04; therefore, the non-parametric
and more conservative Mann-Whitney test was used to compare groups,
U = 4576,p = .001."

Descriptive/Basic Inferential Statistics
For each primary and secondary outcome, report all
group and subgroup sample sizes.

"There were 45 students total who participated in the study, 20 in
classroom A and 25 in classroom B."

Report means, standard deviation, other estimates of
precision for demographic data and for inferential sta-
tistical analysis.

"For the pre-test, girls reported lower means in self-efficacy (M = 2.71,
SD = 0.45) than boys (M = 3.62, SD = 0.60)."

Inferential Statistics
Report effect size, regression coefficient, or odds ratio. "Cohen’s effect size value (d = .62) suggests a moderate to high signifi-

cance...."

Report effect size precision (confidence intervals and
levels).

"... 95% CI [17.2, 43.7]"

Report data even if no significant effect is found. "There was no statistically significant difference between female stu-
dents (M = 4.5, SD = 0.36) and male students (M = 4.3, SD = 0.29),
t(45) = 1.15, p = .067, 95% CI [−19.32, 5.16]."

For Publication Venues
Provide space accommodations in publication venues, such as increased page limits.
Provide guidance where appropriate on statistical data to be reported, with examples of how to report.
Provide clear guidance to reviewers on what statistical data and how statistical data should be reported in articles under review.

to report in studies. To do this for the computing education research
field, we conclude this study with a set of recommendations, Rec-
ommendations for Reporting Statistical Data in Computing Education
Research, Version 1.0 in Table 2. In addition to recommendations for
researchers and reviewers, we provide three recommendations for
computing education research publication venues to consider.

6 CONCLUSION
Without adequate reporting, decisions about best practices affecting
thousands of children and costing millions of dollars may be made
on inadequate data, which is why the standards bodies are so in-
terested in improving data reporting [15]. Their recommendations
have been developed so that researchers not involved in a study are

able to fully understand them for comparing, for replicating and
reproducing, and for conducting meta-analysis.

An analysis like this could become quite extensive, particularly
if we examined more standard bodies and their recommendations.
Our goal in this study is to provide basic recommendations that
will not only give the community food for thought, but also provide
additional momentum to move the community closer to publishing
articles and papers that further meet high quality research practices.

Though we have labelled this set of recommendations as version
1.0, as the community starts to realize the importance of these
recommendations and to adopt them, we will continue to build on
this work so that we can help the community reach even higher
standards of data reporting comparable to other fields.
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